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Ahstracl-The hypercircle method of Synge imd Prager is applied to the structural analysis of rigid
jointed planar frames. In Part I theoretical foundations of the method are developed and bounding
formulae derived. These provide upper and lower bounds. as narrow as desired. on strain energy.
locill defomliltion and internill stress. A new procedure for reducing the number of statical and
kinel11i1ticill degrees of freed"111 is introduced.

INTRODLJCTION

In 1947 Prager and Synge[l] introduced a new method of clastic stress analysis based on
the concept of function spm:e. In this method a function (e.g. the strcss tielll in an clastic
body) is regarded as a vector. Once a suitable inner product has been detined in the space
of these vectors they may be treated in accordance with the mathematical rules for inner
product sp:lces. Synge and Pr:lger chose the integrated combination of a compatible stmin
lield and an equilibrium stress tield as the inner product and showed that the compatibility
and equilibrium equ:ltions of linear elasticity dcline orthogonal hyperplanes with respect
to this product. Guided by the familiar geometry of Eudidean space they developed the
concepts of the "hypersphere" and "hypercirde" and used them to derive bounds on the
strain energy of the solutions to boundary-v:t1ue problems in linear elasticity. In a postscript
they also derived a formula that could be used to obtain bounds on pointwise quantities
such :IS stress and deformation. Synge's 1957 monograph[2) provides a readable account
of the hypereirde method.

The application of the hypereircle method to structural analysis was treated by
Prager[3] in 1950. In Ref. (3) Prager dealt with trusses and. brietly. with beams in tkxure.
The analysis of rigid-jointed fmmes without sidesway W:IS cited by Prager as a problem to
which the method could be applied. It W:IS not until 1977. however. that the application of
the hypercirde method to fmme analysis was again considered. Then Villaggio[4) expressed
the methods of Synge and Prager in modern mathematical language. Villaggio took up the
problem of frame analysis. illustrating with eX:lmples how upper and lower bounds could
be obtained for the dd'ormation of simple frames. In his formulae for pointwise bounds
(theorems 29.1 and 29.2) he made usc of the hypersphere hut not of the hypercirdc.

This paper. originating in Ref. [5). builds upon the work of Prager. Synge and Villaggio.
The concepts and notation of matrix structural analysis arc integrated into this theoretical
fmmework le:lding to a concise formulation of the bounding formulae well suited for
complex. rigid-jointed frames. In order to obtain upper and lower bounds. both the dis
placement and force methods ofstructuml :\Ilalysis must be brought into play. thus initially
doubling (approximately) the number of degrees of freedom entering into the analysis. By
defining suitable subspaces. however. it is here shown that the dimensions may be greatly
reduced. The resulting computations arc thus made less time consuming than those of the
conventional displacement or force method. The key to constructing subspaces that will
yield good bounds lies in the usc of "superelements" based upon the four-node rectangular

t Author to whom correspondence should be addressed.
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Fig. I. Membt:r and global axes.

finite element. It is this development. presented in Part n. that transforms the hypercirde
method into a useful tool for structural analysis.

THE RIGID·jOINTED FRAME

In the idealized sense of the present treatment. a frame is a planar assemblage of straight
prismatic members. loaded and deforming in its own plane. The intersection of two or more
members is called a joint.

Let the members of the frame be numbered i = 1. M. A set of orthogonal coordinate
axes is associated with each member according to the following procedure: an origin of
coordinates is located at one end of the ith member and the ~i axis is taken along its
centerline; the 'i axis is then directed out of the plane of the frame. and the '1i axis is taken
orthogonal 10 the first two such that C "" " form a right-handed system (Fig. I).

TilE MEMBER FIELD EQUATIONS

Il is assumed that the ith member is subjected to distributed axial and normal loads
/;:(¢,) and /;(~,). and a distributed couple c~(~,) (Fig. 2(a». These functions are taken to be
continuous on [0.1.,1, where I., is the length of the ith member. The following notation is
introduced:

f, = U~ /7 d T i= I,M. ( I )

The axial force I/;:~(e,). shear force 1/;1(~,). and bending moment m;(¢,) in the ith member
an: written as the vector

i= I.M. (2)

The sign convention for these quantities is shown in rig. 2(b). They are referred to
collectively as "member lorces". The member loads 'Ire related to the member forcl:s by
the e4uilibrium equations

where

dn,/d~,+0, + f, =0 i= I.M (3)

(4)

The kinematical field variables are now developed. The kinematic'll model of the
member consists of two components: a deformable fiber which in the undeformed state lies

Fig. :!. Force flotation: external forces. internal forces. joint forces.
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along the ei axis and a set of undeformable transverse fibers, one attached to each point of
the longitudinal fiber. In the deformed configuration the displacement at any point along
the member is described not only by the displacements uf(~;), U:(~,) in the e, and 'I; directions
but also by the angle If, between the ", axis and the attached fiber. These displacements are
related to a set of deformations by defining the following: ei~(~;) is the stretching of the
deformable fiber, ef~(~,) is the shear strain between this fiber and the attached fiber, and
K;(O is the portion of the curvature of the deformable fiber due to change in 0;. The
member displacements and member deformations are therefore

; = I.M

;= I,M.

(Sa)

(5b)

These quantities are related by the deformation-displacement equations

du,/d~; = e, +ii; where ii, = [0 0; OIT. i = I, M. (6. 7)

JOINT DATA AND JOINT-MEMBER END CONDITIONS

Let the joints of the frame be numbered cc = I, J. Furthermore. suppose that a set of
global x. y.: axes has been established (Fig. I). Then the joint displacements and forces
(Fig. 2(c» arc given by

F",

U, = [u;

F, = [F;

u~ O;JT

C;Jf
cc = 1.1

cc = 1.1.

(8a)

(8b)

For simplidty. it is assumed that at each joint either the displacement U. or the force Fx is
spccilied. Let the joints of Ihe first cl;lss be numbered cc' = I, l' .lOd those of the second
class cc" = I.J". Then the joint data may be represented

Ux ' = 0•.

Fx" = Fx'

oc' = I,J'

~"= I,}"

(9a)

(9b)

where Ox' and Fx' denote the specilied displ;tcements and forces.
The rigidity of the joints requires the compatibility conditions

u,(L,) = T,Uxl,.I.) and u,(O) = T,U.(,.O) ( 10)

where ccU. L) and ocU.O) denote the joints at which the ends e, = L, and O. respectively, are
located. In eqns (10)

[

COS {l,

T, = -s~n {l,
sin {J; O~]
cos p,

o
(II )

where p, is the angle between the global x axis and the e, axis (Fig. I).
The corresponding equilibrium conditions for rigid joints are

(12)

where L,(•.LI and Ljh.Ol denote the sums over those member ends e, = L; and O. respectively,
which lie at the :tth joint.
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MEMBER FORCE-DEFORMATION RELATIONS

The kinematical and statical equations of the frame have thus far been developed
independently, although certain parallels may be noted. In order to complete the theory. it
is necessary to introduce relations between the member force and deformation fields. These
are given by

where

[

(E,A,) - I

C,= 0

o

n, = t,c;

o ]o .
(£,1,)- 1

(13)

(14)

In this matrix E, is Young's modulus of elasticity and G, the shear modulus for the ith
member. A, is the cross-sectional area. A, the "shear area", and I, the second moment of
area of the cross-section about the (; axis.

Equation (13) corresponds to the well-known stress-strain relation of line.lr elasticity.

ELASTIC STATES

An elastic state for a given fr.lI11e F is an array of member displaccment. dcformation.
and force fields and joint displacements and force vectors. If thc abbreviations

U = lJ I •...• lJ}. I' = 1'1,' ..• F}

arc used. then the symbolism

S = [u.e,n;U.F)

( 15)

( 16)

may be employed to represent an elastic state. t S will be called an admissible state if the
member fields u, e. and n arc all piecewise continuous. If, furthermore, the member force
and deformation fields arc related by eqn (13), the state S will be called an elastic state.
Henceforth this tcrm, or simply "slatc" will me.ln an admissible elastic state.

Thc sum of two states and multiplication by scalars is dcl1ncd by

where

as +hS = [au +bll,ac +be, an +bl!; aU +h~, aF +hE]

S = [u.e.n;U,F].

( 17)

By virtlle of this dclinition the set of all clastic states for a given frame is a vector space
and its dcments .Ire vectors. This space is now equipped with the inner product

( 18)

It is simple to verify that

t This nOlation is similar to Gurtin[6J.



A hypercircle method of fr.une analysis-I. Theory

(S.a§+bS') =a(S.§)+b(S.S').

6:!3

(19)

Furthermore. since 0, = C,e,. I.!, = C,~, and Ci is symmetric and positive definite. it follows
that

(S. §) = (§. S)

(S.S)~O: (S.S)=O iffoi=e,=O. i=l.n. (20)

Definition (\8) therefore satisfies the requirements for a valid inner product (p. 54 of
Shilov[7]). and the space of elastic states is now an inner product space. The norm of S is
defined by

IISII 1 = (S. S). (21 )

From eqn (18) it may be seen that IISI1 ~ is twice the strain energy associated with S.
The Schwarz inequality. Le.

I(S. §)I ~ IISIIII§II (22)

may be proved (I". 57 of Shilov[7]).
The concept of orthogonality will playa central rolc in the theory. Two states S. S arc

said to be orthogonal if

(S.S) =O. (23)

KINEMATICALLY AND STATICALLY ADMISSIULn STATES

Let a frame F composed of M members and J joints be given. ulong with u set of
distributed member loads f" i = I, M andjoint datu 0•. Of' = 1,1'; F.-. Of" = 1.1". This will
be called the generul frume problem.

A state S is termed kinematically admissible (KA) for this problem if:

(I) the member deformation-displacement equations. eqn (6). are satisfied everywhere
(implying that the displacement fields arc smooth) ;

(2) the joint compatibility conditions (10) arc satisfied:
(3) the joint displacements arc consistent with the data; i.e. eqns (9a) an: satisfied.

A second class of states is defined in an analogous manner: S is statically admissible
(SA) if:

(I) the member equilibrium equations. eqn (3). arc satisllt.'<l ;
(2) the joint equilibrium conditions. eqn (12), .Ire satislled :
(3) the joint forces arc consistent with the data: i.e. eqns (9b) arc satisfied.

With these two definitions an important result involving the inner product of a KA and SA
state may be derived. Let S· be KA and S" be SA: then from definition (18)

(24)

If eqns (6) and (7) arc used. integration by parts and eqns (3) and (4) yield
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i
L, iLle··D·· d: = u··f d,:+[u··n··jL,I l"" I' ~l flO •

o 0

(25)

But the last term on the right-hand side may be transformed using eqns (9). (10) and (12).
Hence inner product (24) becomes

(26)

This result is closely related to the principle of virtual work. It is now used to prove the
following theorem.

Let the state S be the actual solution of the general frame problem. then

(S·-S.S.... -S) = 0 (27)

where S· and S .... are KA and SA states. respectively. To prove this. it is observed that the
actual state S is. by definition. both KA and SA. Upon application of eqn (26) to the inner
products (S·.S.... ). (S·.S). (S.S.... ). and (S.S). eqn (27) follows. This equation is
identical to eqn (9.9) in Ref. [I].

LINEAR SUBSrACES AND HYPERPLANES

Let E denote the vector space of clastic states for a given frame. Then the notation

SeE (28)

will be used to signify that S is an clastic state. From the definition. E is infinite dimensional.
A set of states E is a linear subspace of E if. for all SI. S2e E

(29)

where tI and h arc arbitrary scalars. If the elements of E arc regarded as vectors drawn from
the origin (i.e. the 0 state). then E may be viewed as a plane passing through the origin.

It is now convenient to define an associated homogeneous problem for the general
frame problem described above. This is done by letting all the member loads f, vanish. and
requiring that the joint data be homogeneous; i.e. no non-zero displacements or forces arc
specified. Let E' and E" be the sets of states that arc KA and SA. respectively. for the
homogeneous problem. From the definitions it may be shown that E' and E" are both
linear subspaces of E. Furthermore. for all S' e E'. S" e E", eqn (26) shows that

(S'.S") = 0 (30)

that is, all vectors in E' are orthogonal to all vectors in E". These two subspaces are said
to be orthogomll. E' may be termed the subsp'lce of compatible states and E" the subspace
of residual states.

The gener'll frame problem is now considered. Let E· and E.... denote the sets of KA
and SA states for this problem. These two sets arc. in general. not line<lr subspaces of E
since they do not contain the 0 state. However. if Sr. S!e E· and Sr·, S!· e E.....t then it
is easily seen that

Sr-S!eE', Sr·-S!·eE" (31 )

i.e. E· and E.... are parallel to E' and E". respectively. By the parallelogram law of vector
addition. the difference vectors in expressions (31) may also be regarded as lying in E· and

t This means that the KA and SA states. regarded as points. lie in E· and E··,
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En, In this sense the "planes" E· and En may be said to be orthogonal. They will be
called hyperplanes, If one chooses S! :::: S1· :::: S in eqns (31), then eqn (27) is recovered.

THE HYPERSPHERE ASD RELATED BOUNDS

Theorem (27) may be rewritten in the form

in which

Co:::: !(S·+S.... ). Ro = 1I1S*-S**II.

(32)

(33)

This means that the actual state S lies somewhere on a "sphere" of radius Ro about Co.
c'llled a hypersphere by Prager nnd Synge[I]. Equation (32) may be recast in the more
useful form

S:::: Cn+RnJ. IIJIl = I.

Hence

This expression readily yields hounds on IISII:

(34)

(35)

(36)

when the Schwarz inequality (22) is used. These bounds correspond exactly to the geo
metric'll idea of S as a point on a sphere.

In order to derive a bounding formula for a particular kineln<ltical or st"ticalquantity
belonging to the actual state S, the principle of virtu,,1 work is brought into play. If x
represents a desired displacement, then one may construct a state G th"t is statically
"dmissihle for a set ofvirtual forces that does work only through the unknown displ<tcement
x. Equation (26) then gives

(S,G) = x. (37)

Bounds on the inner product (S, G) provide bounds on the desired displacement. An
analogous procedure using virtu,,1 displacements gives a desired statical quantity in tcrms
of an inner product. From eqn (34) thcre follows

(5. G) = (Co, G) +Ro(J, G)

.ll1d the following hounding formula is ohtained:

Formulae (36) and (38) may hc found in Syngepj.

(38)

(39)

HYPERPLANES L' AND L"

Hyperplanes £* and £**, being infinite dimensional. are difficult to work in. It is
convenient to define hyperplanes L* c: E* and L** c: E** that arc finite dimensional. This
leads to a formulation that is suitable for structural analysis.

First. the set E· of KA states is considered. If. in addition. one requires that S* E E*
be "almost" in £** in the sense that all of the requirements for a statically admissible state
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are satisfied except the third requirement (i.e. the statical joint data). then a smaller set
L* c E* is obtained.

It is a straightforward matter to apply this definition in order to construct a state
belonging to L *. With the actual member loads placed on the structure. all the joints are
held fixed except where non·zero joint displacements are prescribed (at these points the
prescribed displacements are imposed). The member field equations may then be solved
subject to these kinematical boundary conditions. The joint loads. computed from the joint
equilibrium conditions. are the loads required to hold the joints fixed. If the state so obtained
is denoted S~. then S~E L* by construction. In particular. if the frame is loaded only at the
joints and the kinematical data are homogeneous. then S~ = O.

Now the member loads are removed and the joint displacements which are not part of
the kinematical data are identified by a numbering system p = 1.2..... fI'. The state obtained
by prescribing a unit value for the pth displacement while all the others are set to zero is
denoted S;,. A general state belonging to L* may now be written

,,"
S* = S~+ LXI'S;

1'= I

(40)

where the X,. are scal.lr parameters which may be identified with the joint displacements.
The second term on the right-hand side ofeqn (40) defines a linear subspace L' ofdimension
fI' (the number of kinematical degrees of freedom).

A general expression for the inner product of two states S*. ~* belonging to E* may
be obtained. The computations leading to eqn (26) apply except that the statical d.1Ia are
not satisfied. If 5~ = ~~ = 0, this inner product takes the particularly simple form

J J

(S*.5*) = L U:'F: = L !:!:'F:
x- I :1- I

(41 )

where F: and U: are the joint forces and displacements associated with S*,
The hyperplane L** c E** is now dc/ined. A state S** e E** also belongs to L" if it

satisfies the second and third requirements for kinematic admissibility and the first require
ment is satisfied "almost everywhere" in a manner that uniquely determines the displacement
fields u,K) given the strain fields c,(~,).

A state belonging to L" is found by imposing a set of fI" st'ltical constraints which
allow the member equilibrium equ.ltions to be solved for the given loading. Specifically. it
is required that one or more member forces vanish at various points of the fhulle. The
required number of such constraints is. by definition. the degree of statical indeterminacy
of the structure.t Since the requirements for kinematic admissibility arc "almost" satisfied.
the member displ.lcement fields and joint displucements muy be determined. If the stute so
determined is denoted S~*. then S~* E L". Furthermore. a general state in L** muy be
expressed in the form

,,"
S** - S** " S"- " + L. (1,/ ".

'1~1

(42)

Hcre the (1" ure scalar parameters that may be identified with the redundunt forces und S:;
is the state obtained by prescribing a unit value for the qth redundant. the remaining fI" - I
constraints being kept in force. The second term on the right defines a subspace L" of
dimension II".

Since L' c E'. L" c £" it follows that the subspuces L' and L" are orthogonal. This is
equivalent to the condition

<S~.S;) =0 p = I. fI'; q = I, II". (43)

Furthermore. hyperplanes L* c £*. L" c £** arc orthogonal in the sense given earlier.

t 1/" is the numher of statical degrees of freedom.
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Henceforth S· and S" will be assumed to belong to L· and L··, respectively.

627

THE PRI:"CIPLE OF MINI~1UM ENERGY DlST:\:"CE

By construction. hyperplanes L· and L·· both contain the actual state S. This state
may be found by minimizing the squared distance

(44)

If expressions (40) and (42) are substituted into eqn (44). and the minimization is carried
out by requiring that

r = I. n' ; s = I. n" (45)

then the following two sets of linear algebraic equations are obtained for the determination
of xp and uq :

in which

L Krp'\'p - Pr = 0
p-I

L B,,/.Tq+li, =0
q-I

Arp = (S;. S;.> = AI'"

/J", = (S~. S;;> = /J'ln

r = I.,,'

s = I.,,"

I'r = (S~· -S~. S;>

Ii, = (S~· - S~. S~>.

(46)

(47a)

(47b)

E4uations (46) arc the e4uations of the displacemenl and force methods of structural
analysis. In particular if S~ = 0, then I'r is simply the concentrated load corresponding to
the rth joint displacement. These e4uations may be written in compact form

Kx = P and 1111+'::\ = n,

(I' this notation is uscd. then C4n (44) may be rewrittcn as

If the solutions of C4ns (4X) .Irc denotcd by xand a. it follows that

IIYI'ERI'Lt\NES l.~ ANI> L~·

(48)

(49)

(50)

Subspaces L' and L" arc of dimension n' and " .., where ,,' is the number of kinem'ltical
degrecs of frcedom and " .. the degree of statical indeterminacy of the structure. Since in
pmctice these numbers may be 4uite large, it is natuml to seek ways of reducing them. This
may be accomplished most simply by disc,lrding some of the vectors S~ and S;, le,lVing the
sets S;. i = I. \" and S;.j = I. ,.... These define new subspaces L; c L' and L; c L", and the
expressions

y'

S· = S~+ LX,S;,
i""" I

yO

S" = S~·+ L I1}S;
i-I

(51 )

now rcpresent general statcs in two orthogonal hyperplanes L~ c L· and L~· c L ••.

s..s H:6-'
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Minimization of the distance between these two states yields two sets of equations identical
in fonn to eqns (48) but smaller in dimension. These equations will be tenned the vertex
equations. If their solutions are denoted by xand a, then the two states

v

\ '* - S* ". S'- 0+ L, x, I'

1= I

v

V**:::: S~*+ L fiJS}
,= I

(52)

will be called the vertices of hyperplanes L: and L:*. These are the points of closest
approach of the two hyperplanes to each other. It is now shown that the difference vector
V* - p* is orthogonal to both L: and L:* (or, equivalently, L;. and L~'), If eqns (47), (51),
and (52) are used, a straightforward computation shows that

<V*-V**,S*-V*):::: (Kx-P)'(x-x):::: 0

<v* - V**,S** - V") :::: (&+M' (a-a) :::: 0

(53a)

(53b)

where the vertex equations, eqns (48), have been used, Now every vector in L~ may be given
by S* - v* for some S* € L:. Hence eqn (53a) implies the first of the desired orthogonalities;
the second follows by a similar argument.

These orthogonalities may be used to derive additional bounding formulae on IIS"~.

First it is noted that since S - V" € L" and S'I E C, there follows

0= <S-V**,S'I)

= <S-V*+V*-V",S;>

= <S-V*,S;>.

Simil'lrly, it may be shown that

i = 1,\"

(54)

<S - V",Sj> = () J= 1,1'''. (55)

Therefore, S - V" is orthogon.ll to both L~ and L~. Hence

and sinee 0 ~ liS - V*" ~ ~ "V* - V**"~, there follows

(56)

(57)

In the case where L: contains the origin, S* may be set to O. Furthermore, in this case eqn
(5341) shows that <V*, v* - V**) = O. With these simplifications expression (57) becomes

(58)

a result given by Prager and Synge[I], Using an exactly analogous procedure it may be
shown that in the case where L:* contains the origin inequalities (58) are reversed. The
first case is equivalent to the condition S~ = 0, and is predominant in practical applications.
The following results which pcrtain to this casc are recorded for future reference:

"V*" ~ = Kx'x= p. x
"V**II~:::: "S~*112+2<:\,a+&·a = "S~*112+<:\·a.

These are obtained from eqns (47), (48), and (52).

(59)
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THE HYPERCIRCLE

The hypercircle provides a means of deriving a more refined type of bounding fonnula.
The treatment given here is based on that of Synge[2], except that an orthononnal set of
vectors is not assumed to be available.

It is first recalled that S;. i = I. v' and S7, j = I. v" are two linearly independent sets of
vectors lying in L' and L". respectively. Now let S* and S** be any states belonging to L~

and L~*. Then since S - S* E L' and S - S** E L". it follows that

(S-S**,S;) = O. i = I. v':

These equations may be rewritten as

(S. S;) = a;. i = I. \,' :

where

(S-S*,S';) =0, j=I.\....

(S.S7) = 0';. j = I. v"

(60)

(61 )

a; = (S**,S;) = (S~·. S;)

a7= (S*.S';) = (S~,S';).

(62a)

(62b)

Equations (61) coniine the solution S to a hyperplane of dimension n' + n" - v' - v". or, in
the terminology of Synge. a hyperplane of class \,' + l·".

Since the states S* and S" also serve to loc~'teS on a hypersphere. it may be concluded
that S Iks on the intersection of the hyperplane and the hypersphere. This intersection is
given the natural name hypercirde by Synge and Prager. The equations of the hypercircle
will now be developed.

The center of the hypercirele is sought in the form

with the requirement that

\' ~~

C = C u + L h;S; + L h';S';
, . I ,- I

(63)

(C.S;) = a;. i=l.l,': (c. S';> = a7. j == I. \," (64)

so that C lies in the hyperplane defined by eqns (61). In eqn (63). CII is the center of the
hypersphere given by eqn (33)1' If the inner product ofeqn (63) is taken first with S~. then
with S;;,. the following sets of equations arc obtained:

..
Ilk = (C II . S~) + L I\k,h;

I - I

v·

a;;, = (CII.S;;,) + L B""h7
J~I

k==l.l,'

1/1 == I. v"

(65a)

(65b)

where eqns (6~) and (47) havc been used. If eqns (33) I. (47). and (62) arc used the above
equations may be put in the form

where

Kb' == !c'. Bb" = !c"

c'==P-Kx, c"==-A-Ba.

(66)

(67)

Equations (66) admit unique solutions for b' and b". so that point C given by eqn (63) is
well defined. A further computation shows that eqn (63) yields the relation
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(68)

This may be rewritten in the form

where

Ro being the radius of the hypersphere. Equation (69) may be rewritten as

S = C+RJ. IIJII = I

and from eqns (61). (64). and (71) it follows that

(69)

(70)

(71 )

(J. S;) = O. i = t. v'; (J.Sj) = O. j = t. v". (72)

Equations (71) and (72) are the equations of a hypercircle with center C and radius R.
Interpreted geometrically. eqns (72) mean that the unit vector J (drawn from C) lies in the
hyperplanc.

If the vertex equations. cqns (48), arc satisfied. then from eqns (66) and (67) there
follows

Hence from eqns (63) and (70)

c' = b' = O. c" = b" = O. (73)

(74)

These equations mean that. if S· = V· and S" = V.., then the center of the hypercircle
and hypcrsphere coincide and their radii arc equal: the hypercirck is a great circle of the
hypersphere.

BOUNDS USING TilE IIYPERCIRCLE

The hypercircle will now be used to find improved bounds on the inner product (S. G).
First G is written as

with thc requircmcnt that

.. ,
G = G+ L g;S;+ L g';Sj

i- I j'" I

(75)

(G.S;) =0, i=I.\,'; «(;.S7) = 0, j = I, v". (76)

This means that (; is the component of G lying in (parallel to) the hyperplane. If the inner
product of eqn (75) is taken first with Sk. then with S;;,. the two systems

Kg' = z', Bg" = z" (77)

are obtained for the determination of the scalar parameters g;. g';. The vectors z' and z" are
given by
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(01

B

(el 1 -1 5,.

Fig. 3. Illu~trative problem configuration (bending moment is positive if dotted side of member is
in tcnsion).

zie = (G.Sie). k = I. \.';

A computation then shows that

z;;' == (G.S;;'). m == t. \.". (78)

It is now possible to obtain a new bounding formula; from eqns (71)

(S.C) = (c'C)+R(.J.G).

But from eqns (72) and (75) it follows that

where the Schwarz inequality has been used. Hence the formula

(C,G)-RII{~II ~ (S,G) ~ (C,G)+RIIGII

(79)

(80)

(l{ I )

is obtained, in which IIG II is given by eqn (79). This new result represents one of the most
useful products of the hypercircle method. Its application in structural analysis will be the
focus of the remainder of this article. Henceforth, it will be assumed that the vertex
equations, eqns (48), arc satisfied. In this case, the inner product (C, G) may be computed
as follows:

(C,G) == ~«V*.G)+(V··,G»

= H(S~,G)+z'·x+(S~·,G)+z .. ·a (83)

where eqns (52), (74). and (78) have been used. The radius of the hypercircle is given by
eqns (49), (50), and (74h

(84)

For the case where S~ == 0, the important simplification

(85)

occurs. The "hal" on xand amay be suppressed when it is implied by the context.

AN ILLUSTRATIVE EXAMPLE

To illustrate the application of these bounding formulae to a specific problem. the
structure and loading shown in Fig. 3(a) is considered. Bounds are wanted for the lateral
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\-}-__~~_ 6EI
IT

Fig. 4. Joint displal.:ements and forces assol:iated with stales C. and 0,.

displacement (drift) at the roof and tifth story levels. For didactic reasons it is desimble to
carry out the computations by hand; therefore deformations due to axial load and shear
forces are ignored.

First the state St· is constructcd by inscrting hingcs at the midpoints of all membcrs.
The bending moment diagram thus obtaincd is shown in Fig. 3(b). It is thcn assumcd
that the actual statc may be approximated by a statically admissible statc of thc form
S" == S~·+"IS';+IT~S·~, This is simply clJn (51), with \." =:!. In the abovc cquation S';
and S·~ arc the rcsidualt states shown in Fig. J(c). To ohtain the "hest" values of", and
IT~. the vertex equations. eqn (4Xh. 'Ire applied. Explicitly

"I (S';, S';) + IT ,(S';. S'~ > = (S~ - S~·, S';)

ITI(S'~,S';)+IT:(S'~.S'~>= (S~-S~·,S'':).

The inner prodw.:ts are computed from ddinition (IX). CIe<lrly. S~ = 0 <lnd
(Sr·, sr·> = 1l1.~ = n. The remaining inncr products an:

IJ 1,1 == (7/3) (1./ EI).

~I = (PL:)/(6EI).

8:.: = (8/3) (I./EI)

~,= -(PL')/(I:!EI).

Then

A computation also shows th.tt

so that

Next a kinem'ltically admissible statc S· which upproximates S must bc found. This
is done by first introducing the lWO computible slales V, and 0,. wherc V, is the stale obt'lined

. by imposing a unit horizontal displacement on both joints of the ilh story and 0, is the state
obtained by imposing a unit rotation on the samc two joints. The joint displaccments and
forces associated with lhese states are shown in Fig. 4.

For this structurc and lo'lding. it is known that the displacements tend to increase
linearly und the rotations tend to u constant value. This suggests the following lincur
combinations of V, and 0,:

t Hcnccforth "rcsidual slalc" implies S" t= L"; "compatihle slalc" implies S' E I:.
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Fit!. 5. Joint displacements anJ forces associated with stak'S S', and S': (H~rtical forces not shown
in S':).
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The joint dispk\l.;cmcnl and forces associated with these statcs arc shown in Fig. 5. A
kinelmltically m.tmissiblc state of the form

is now sought The vertex equations. elin (4X)" ..Ire applied. with the relevant inner products
compUled from eq n (41)

KI.I = 240(EljL l
). K,.~ = Kz'1 = 22H(ElIL~). K1.~ = 344(E//L)

PI = 101'. 1'1 =0

which has the solution

Hence

,lOU the bounuing formukt (58) gives

Since the single load. P. is applied at the top of the frame. the above bound on the
strain energy gives immediate bounds on the drift. Given the rdative simplicity of the
comput,ttions these bounds are remarkably close. They could be improved as much as
desired. naturally at the expense of additional computation.

Expression (82) may be used to find bounds on the deflection at the fifth story level.
The application of a unit load to the hinged structure at this point. B. as shown in Fig.



634 C. A. :-.iELSOs and L. E. GOOOMAS
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4

Fig. 6. Loading and bending OWI11...nl diagram for sial... G.

6('1). results in the bending moment diagram shown in Fig. 6(b). ff the associated state is
denoted G. the desired displacement is giwn by

1/11 :-.:::: (G.5).

The following inner products arc then computed:

IIGII ~ == 9L \ 16El, (G.S~"'> = 71'L '/12£1

;'1 = (<;.S·I> = 5. ;'; = (C.S';) = L 1/6E1, ;': = ;'~ = O.

The solution of eqns (77) then giVl:s

,e/I = X6(51. '/7644D). .c/: = - 57(51. 1/7644E/). ,t/; = L/14. .c/~ = O.

The wmputations may thcn be completed as follows: from eqn (lD)

«;.C) = !(:l"x+(G,S~"'>+:l"'O')

=(PL 1(!.t:1) [(2150/3822) +(7/12) -(1/84>1 =O.5670(pU/EI)

and from eqn (85)

Finally, from eqn (79)

11(;11: = IIGU: -t" .~' -z"'~" = (U/£l) [(9/16) -(2150/7644) -(1/84>1 = 0.2693(L 1/£I).

If thcse values are substituted into the bounding formula (82). the following bounds arc
ootained:

1I11 ~ (G,C)-RII(;II =0.5102(pL 1/£1)

1/11 ::;; (G.C)+RII(;1/ =0.6238(1'1."/£/).

This completes the example.

GENERAL LINEAR SUHSPi\CES

Linear subspaces L;. and L;:. created simply by discarding some of the vectors S~ and
S;. are too restrictive to be useful for practical cases. As seen in the preceding example. it
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may be necessary to employ more general types of subspaces. Such a treatment is now
presented.

Let xp and (1q be the "old" kinematical and statical parameters. respectively. and let,'!i
(i = I. \,' ~ n') and ~ (j = I. \," ~ n") be the "new" sets of parameters. Then the linear
transformations

,.
xp = L rpix,. p = I.n';

i-I -

.
(1q = L QvQ:j' q = I. n"

;-1
(86)

define linear subspaces Lf C L' and LnC L". The vertices of the associated hyperplanes Lt
and Lli* are located by solving the vertex. equations

Kx = r. B(1+~ = O. (87)

The transformations giving li. ~ and ~. ~ are obtained by appealing to a familiar invariance
argument. The squared distance. eqn (49). should remain invariant under the trans
formations. i.e.

IIS~-S~·112 + ~~. ~ -2~' ~+ ~'Q:+2&'0:

Transformations (1'6) arc written in compact form and substituted in the right-hand
side of eqn (XX). Sinl.:e the resulting elluation must hold for all ~.I!. it follows that

K = r'Kr. P = I'll); (X9)

The form of these expressions is well known. The other vel.:tors entering into the hypereircle
method are obtained similarly; eqns (77) become

in which

~~' = z'. Bg" = 1." (90)

(91 )

Once eqns (87) and (90) have been solved. the quuntities uppearing in the bounding formulu
(82) muy be computed with the unbarred vectors replaced by their burred counterpurts.
Equations (59), (79), and (83) become

IIV*1I 2= I~·x. IIV**1I 2= IIS~*1I2+~.0:

IIGf = IIGII1-('g'-7:"'~"

(e.G) = !«S~.G)+z'·~+(S~·,G)+-:"·q).

(92a)

(92b)

(92c)

CONCLUSION

The theoretical basis for the ,lpplicution of function space methods to the structural
analysis of rigid-jointed planar frames has been developed. The formulae permit com
putation of bounds on deformation and stress. These bounds may be made as narrow as
desired. though. understandably. additional accuracy entails additional computational
effort. The theory is illustrated by a didactic example. Practical application of the method
to large structures having many members is. however. deferred to Part II.
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APPENDIX. NOTATION

"C
Cn

C
d
E
t·,

F,
r,
(;

J:
.1
K
I.
II,

I'
/(11

U
S
T
U,
II,

\'
l

.\

~I' 'I,.~,

flexibility matrix; sec eqn (47b)
elasticity matrix; sec eqn (14)
vectllr Illcating cenler of hypcrsphere
vector Ill cating center of hypcreirde
"distance" between two elastie stales; sec eqn (44)
vector spal:e of elastil: states for a given frame
defl'rrn;ltil.n Vel:tl'r for member i. ki' ci" "ii'
exh:rnal f"rl:\;s. joint x (5('e Fig. 2(1:)). IF; I:; CJT

externalillads on member i (sec Fig. 2(a».1l; l7 e;,'
slalil:ally ;Idmissihle state fllr virtual loading
veclors detined by eqlls (77)

unit vel:lor; sec eqns (H)
stitl'ness matrix; sec e<ln (47;1)
tinite·dimensional suhsl'aee <If /.;
axi;,lti.ree. shear. bending moment (sec ':ig. 2(1'1)). (n," 1','" m,'I'
concentralell jOlllt force ve..:tor; see eqn (41\)
radius of hypersphere
radius of hypcrcir..:k
dasti..: state ve..:tor; see eqn ( (6). (u. C.II : lJ. FJ
memher rotation vel:lor; see eqn (II)

displ;l..:em..:nt vector for joint:x (see Fig. 2(..:»). (V; V; 1~lr

displa..:ement ve..:lor li,r member i. (/I; u; l~ Ir
v.:rt<:.x of L
vel:hlT dclined hy e<lns (7X)

ve..:tors detined by eqn (47b)
Cartesian axes associated wllh nlC:mher i (sec Fig. I).


